Consistent Stylization and Painterly Rendering of Stereoscopic 3D Images

Lesley Northam Paul Asenté Craig S. Kaplah
University of Waterloo Adobe Systems University of Waterloo

Figure 1: The right view, left view, and anaglyph of a stereoscopic image stylized aar methods.

Abstract 1 Introduction and previous work

We present a method for stylizing stereoscopic 3D images that guar-In stereoscopic 3D images, consistency between left and right
antees consistency between the left and right views. Our methodViews is key to visual comfort and fusibility. An image is con-
decomposes the left and right views of an input image into dis- Sistent when objects appearing in both views match visually. If the
cretized disparity layers and merges the corresponding layers fromcolour, texture, or rendering of an object differs between views,
the left and right views into a single layer where stylization takes then the pair is inconsistent and the image is less comfortable to
place. We then construct new stylized left and right views by com- view [Kooi and Toet 2004Benoit et al. 200B

positing portions of the stylized layers. Because the left and right . . . -
views come from the same source layers, our method eliminates | € aré many image stylization algorithms that produce artistic
common artifacts that cause viewer discomfort. We also present aeffects when applled_ to asingle Image, ranging from S|mple_ Image
stereoscopic 3D painterly rendering algorithm tailored to our layer- 't€rs 1o complex painterly rendering algorithms. Users will ex-
based approach. This method uses disparity information to assistPect to be able to apply the_same_ stylizations to stereoscopic photos
in stroke creation so that strokes follow surface geometry without 1at they currently do to single images, and they will expect the
ignoring painted surface patterns. Finally, we conduct a user studystereo results to be similar to the single image results. However,

that demonstrates that our approach to stereoscopic 3D image styl-tﬂe straightforward approach of a%plylng s_;yllzatlr(])n ?'ng'th”?s to
ization leads to images that are more comfortable to view than those € VIEWS In a stereo pair can introduce artifacts that 'ead to viewer

: : discomfort. Richardt et al2D11] investigated stereo pairs in which
created using other techniques. the left and right views were stylized independently. They studied
. o . o the viewer discomfort that arises when areas of the views that cor-
CR Categories: 1.2.10 [Arti cial Intelligence]: Vision and Scene  respond to the same location in a scene are not stylized in the same
Understanding—3D/stereo scene analysis; 1.3.3 [Computer Graph-way (Figure2(a)-2(c)). A user study veri ed that mismatched styl-
ics]: Picture/lmage Generation—Display algorithms; J.5 [Com- jzation artifacts do indeed cause viewer discomfort, and, further,
puter Applications]: Arts and Humanities—Fine Arts; that the degree of discomfort is proportional to how substantial the
differences are between the two views.

Keywords: non-photorealistic rendering, stereoscopic 3D . . . .
yw P g P Standard stroke-based rendering algorithrhgwfinowicz 1997,

Links: DL PDE  WEB Hertzmann 1998 Hays and Essa 20@4ntrodu_ce many artifacts

when applied independently to the left and right views of a stereo-
— scopic 3D image. Artifacts arise from paint strokes spanning large
e-mail: lanortha@uwaterloo.ca changes in depth, particularly object boundaries, and from the over-

Ye-mail: asente@adobe.com all uncorrelated placement and ordering of strokes (Fi@{t-
Ze-mail: csk@uwaterloo.ca 2(f)).

Stavrakis and Gelautz presented several stereoscopic adap-
tations of Hertzmann's original painterly rendering al-
gorithm  [Stavrakis and Gelautz 2004  Gelautz et al. 2004
Stavrakis and Gelautz 20D5In their work, they generate strokes

in one view, then use the disparity map (see Se@jao warp the
strokes into the other view. They also generate additional strokes
in the other view to Il in regions that were occluded in the rst

1We present all stereo pairs with the right view rst to allovoss-eyed
viewing. All anaglyph images were prepared for red/cyansgas



important part of generating results that look like paintings. Every
frame of Meier's video looks like a painting of haystacks in a eld,
and not like a painted eld full of painted haystacks.

More recently, the OverCoat systei8dhmid et al. 201J1greatly

advanced three-dimensional interactive painting and stroke render-

ing. It does not, however, address the issues of generating the
(a) right view (b) left view (c) anaglyph strokes automatically.

There has been extensive work (for example, Kolmogorov and
Zabin [2003) on constructing geometry from stereo photographs.
While it would be possible to use this geometry as input to 3D styl-
ization techniques, this would generate a scene of stylized objects,
and not a stylized scene. An additional problem is that stylization
algorithms designed to work on images might require substantial
changes before they could work seamlessly on 3D-modeled objects.

(d) right view (e) left view (f) anaglyph . . .
In this paper we present a general approach to stylizing stereoscopic

Figure 2: Inconsistency artifacts that arise when stylization is 3D images that generates results that resemble stylized single im-

applied independently to left and right views. (a)—(c) shows the ages. It guarantees consistency between left and right views, pro-

Adobe® Photoshop® Stained Glass lter, and (d)—(f) shows Hertz-  ducing stylized images that are comfortable to view. The input to

mann's painterly rendering algorithm. our algorithm is a stereoscopic pair of views and their correspond-
ing disparity maps, and the output is a corresponding stereoscopic
pair with stylization applied. To ensure consistent stylization, we
split the input views into discretized disparity layers and merge cor-
responding left and right layers into combined layers where styl-
ization takes place. We then reassemble the stylized layers into
a nal image. Our method works with many off-the-shelf non-

O O photorealistic lters such as those found in Addbéhotoshof

software, and the stylized results can be further improved by tai-
loring these rendering algorithms to stereoscopic 3D. As a proof of
concept, we present a consistent stereoscopic adaptation of Hertz-
mann's painterly rendering algorithm that uses disparity informa-
tion to assist in stroke placement.

. ) . . . ) After an introduction to disparity and its representation (Se@jon
Figure 3: Comparing right and left views of a stereoscopic 3D e detail our general approach to stylizing stereoscopic 3D images

image stylized with the technique of Stavrakis and Gel&208F;  (gection3). We then move on to the special case of stroke-based
the images were taken from that paper. The circled regions identify painterly rendering (Sectio#). We close by discussing the results
inconsistencies between views. of a user study to evaluate our algorithm (Sectpn

2 Disparity

view. However, these new strokes can extend into regions that are
visible in both views. Since they only exist in one view, they can

. . ; A ! ' . A stereoscopic 3D image consists of two images calledetfeiew
cause inconsistencies, as shown in Figdir&hese inconsistencies

and theright view, corresponding to the views of a scene from the

exist in all versions of their work, but are most visible in their 2005 left and right eyes. For each of these views there is an associated
paper because the other versions used smaller stroke diametersdisparity map(also called alepth map

Their methods also prevent paint from spanning large depth ranges

by terminating any stroke that would cross a depth discontinuity The values in a disparity map give, for each pixel in the image, the
before it can do so. However, this method leaves unpainted regionsdistance one must move left or right to nd the corresponding pixel
in the results, which are lled by compositing the original input in the other image. This distance is called the disparity at that pixel,
views underneath the painted strokes. An area of an image with and the disparity is inversely proportional to depth.

ne details and large variances of depth will have many strokes that Di it I ted lei
terminate early, leading to many gaps between strokes. In extreme, isparity maps are usually presented as grayscale images (Rjgure

cases, their algorithm might not be able to place any strokes at all. " Which the disparity has been scaled to be more visible; a disparity
' image must come with its scale factor, and, since disparities can be

Snavely et al. presented a method for stylizing 2D video that uses both positive and negative, an offset that must be added to get the
depth information to direct hatches or painted strokes along sur- true disparity.

face geometry$navely et al. 2006 However, this method ignores
painted surface details, such as polka dots on a at surface. More
recently, Richardt et al. investigated how to apply a variety of styl- 1. The underlying model, if the image is of a synthetic scene
ization techniques to RGBZ vide®|[chardt et al. 201]2 2. Structured light

3. Depth-capturing cameras

4. Correspondence-based computer vision algorithms

Disparity maps typically come from one of several sources:

Painterly rendering in three dimensions has an active history, start-
ing with the seminal work of Meierl[99§. These techniques use
3D models as input rather than stereo photographs, so they are noModels and structured light produce accurate, high-resolution dis-
directly applicable to our problem, but they share the goal of trying parity maps. Depth-capturing cameras produce maps that are typ-
to create a stylized version of a 3D scene. Even the earliest work ically accurate but noisy and low in resolution. Vision algorithms
stressed that working in view space, not in model space, was anvary greatly in how well they do on a particular scene, but are often



(a) right view (b) left view (c) merged view

Figure 6: The region around the dot in the right image is obstructed

(@) right view (b) left view by the foreground in the left image and vice versa. By removing the
foreground and aligning the background using the disparity map,
the merged view contains a complete non-obstructed view of the
background regions visible in the stereoscopic pair.

are visible in the left view, and vice versa. Merging the pixels of
left and right views at disparitg produces anerged viewwhich
contains all available information dt(Figure6).

The algorithm is made up of the following three phases:
(c) right disparity map (d) left disparity map
1. Construct a region mask and merged viewor each dispar-
ity d, combining nearby disparities if they contain an insignif-
icant number of pixels.

Figure 4: A stereoscopic 3D image pair with its right and left dis-

parity maps. In the disparity maps, objects closer to the viewer are

brighter than objects that are further away. Black regions corre-

spond to unde ned disparity. 2. Stylize each merged view, using the corresponding region
mask to mask out pixels at other disparities.

3. Assemblethe stylized layers into left and right views.
We now describe each of these steps in greater detail.

(a) one view of a sterefb) raw computed distc) median Itered dis-

image parity map parity map 3.1 Construct a region mask and merged view

Figure 5: A view from a stereo image, the computed disparity map, e input to our algorithm consists of the left vidwand right

and the median- ltered map. Features of the image are distorted in ;o\, R'in 4 stereoscopic image pair, together with their associated

_the raw disparity map, making boundaries and details dif cult to disparity mapD, andDr. All four images must have the same

identify. width w and heighth. We construct a maskl 4 for disparityd as
follows:

noisy, in particular around surface boundaries as demonstrated in 1. Construct left and right maské, andMg with dimension

Figure5. (w; h), where a mask pixel is 1 if the corresponding image
pixel has disparityl, and 0 otherwise.

Disparity maps derived from vision algorithms often contain un-

de ned values that correspond to areas in one image that are not 2. ConstrucM 4 with dimensiongw + d) h thatisM_ or'ed

visible in the other because of occlusion. Because these occluded with the result of shiftingir d pixels to the right:
objects are only visible in one view, there is no way to determine the

true depth and therefore the true disparity. Structured-light derived Mg(0 x diy)= ML(X;y)

maps may have unde ned values where the light did not reach. For Ma(d<x<wy )= ML(Xy) _ Mgr(x dy) (1)
our purposes, we treat areas of unde ned disparity as having the Mag(w x w+d)= Mpr(x dy)

disparity of the adjacent de ned area with the greatest disparity.
This places them at the same depth as the most distant adjacent

non-occluded area. To construct the merged viewy for disparityd, we rst construct
occlusion mask®, andOg, which are 0 for pixels that are visible

in both views and 1 for pixels that are occluded in the other view.
A pixel is visible in both views if the disparity information maps its
(%ocation in one view to a location in the other view that maps back
o the original location. It is occluded in the other view if it maps
to a location that does not map back to the original location.

The capture and computation of high quality disparity maps is an
active area of research in computer graphics and computer vision.
Our approach to stylizing stereoscopic 3D images uses disparity
maps, and assumes they are available or can be computed for th
image we are stylizing. To reduce noise in computed disparity
maps we apply amedian Itekfeiss 200fbefore using them (Fig-
ure15(c)).

OL(xy ifx-DL(x;y)< 0
O (xy ifDL(X;y) & Dr(x DL(Xy);y)
3 Approach Ot(x;y ith(x;y)= Dg(x Dt(x;y);y) )

ifx+ Dr(XY) >wW
if Dr(X;y) 6 DL (x+ Dr(X;Y);Y)
if Dr(X;y) = DL (X + Dr(X;Y);Y)

ORrRORBR

Our approach to stereoscopic image stylization uses the observation Qg (xy
that for a given disparityl, some areas occluded in the right view Or (XY

)
)
)
Or (x;yg
)



(a) right mask (b) left mask (c) mask

(d) merged view (e) masked merged view (f) merged disparity map

Figure 7: The mask, merged view and merged disparity map for a given disparitg thiat only the region corresponding to the mask is
valid (correctly aligned) in the merged view and disparity map.

ConstructVy, the merged view with dimensior{sv + d; h) such therefore provide a user-tunable parameter that limits the range of
that: disparities that can be combined. We nd that combining up to
Va©@ X diy) = Igxcy): 5 adjacent disparity levels works well for most images, striking a
d Y= g 'Ly(x" ) ifOr(x diy)=1 balance between having levels with too few pixels and levels that
] 3 < R(x’y d:y) if OR(X' )—’yl - combine too great a depth range. Note that this parameter is an
Va(d<x<wyy )= L Gey )+ R’&’ dy) LXy)= upper limit on combination; if a given disparity level has enough
=2 s 29 otherwise. i i ina it wi
2 pixels lled, there is no need to combine it with others.
Va(w x  w+dyy)= R(x d;y);
3 A disparity level that merges disparitids throughd; is treated as

Effectively we shift the right image to the right lay pixels, and alevel with disparity(do + d1)=2 and has widtiw +(do + c1)=2.

construct a merged image by taking pixels from one image when

they are not available in the other, and averaging pixels that are 3.2 Stylize

available in both images.

Stylization is applied only to the region of a merged vigwcor-
responding to the current disparity layer. This region is found by
applying the masi 4 as an alpha channel to the merged vidy
creating an image that has pixels from the merged view where the
disparity matches, and is transparent elsewhere. We call this im-
age themask view The desired stylization is applied to each mask
view separately, giving a stylized vie84.

For some stylization algorithms, such as the painterly rendering al-
gorithm we present in Sectich a merged version of the disparity
map is required. We construstDq, the merged disparity image
for disparityd with dimensiongw + d; h) from the left and right
disparity mapsp, , andDRr) in exactly the same way that we con-
structVy.

Figure7 provides a sample mask, merged view, and merged dispar-

ity map.
— Left view—_»a )
3.1.1 Combining Disparity Levels 5 Right view
S,
ds .
For some images, the number of pixels at a given dispdrityay S
be very small, producing noisy, discontiguous regions in the mask. ST
Many stylization methods do not work well with such small in- ST
. - ) . S, -
put areas. Therefore, it may be desirable to combine the pixels at X
these disparities with the pixels of neighbouring disparities to re- “sda

duce noise and create larger regions.

On the other hand, if the range of disparities in a combined level is Figure 8: A stack of stylized layers, viewed from their top edges.

too large, merging the left and right views may produce undesirable Y& composite the left- and rightmost portions of each stylized layer
“double vision”, since some pixels will not correctly align. We t0 create the stylized left and right views.



3.3 Assemble 4 Stereoscopic 3D painterly rendering

After applying a stylization Iter to the mask views we have a setof Our basic method does not exploit the depth information from the
stylized views 84, ; S4, ;::: Sd, ). Because of combined disparity ~ scene other than to create the disparity levels. It also can produce
levels, and because there may be disparities that do not occur innarrow regions, which can be problematic for some advanced styl-
the source image, the disparities associated with the views may notization algorithms such as painterly rendering. In this section, we

be consecutive—the set might cont&@p, Sz, Sg, and so forth,
without intermediate disparities. Each ima8g has dimensions
(w+ di) h. The nal left and right views are constructed from
these images as follows:

1. For each imag8y; :

a. LetlLy, be the left region 08y, , taking the pixels from
columns 0 throughv.

b. LetRq, be the right region oy, , taking the pixels
from columnsd; throughw + di.

3. Composite all the theg, images, starting with the furthest
and ending with the closest, into the stylized left view.

4. Composite all the thRq, images, starting with the furthest
and ending with the closest, into the stylized right view.

After re-constructing the left and right views, they can be converted
to an anaglyph or other 3D image format. Effectively we are con-

provide an example of how to adapt a painterly rendering algorithm
to use depth and paint into areas that will be later be covered with
closer layers, giving better results.

We choose Hertzmann's painterly rendering algorithm as a stable,
canonical representative of stroke-based rendering algorithtis. (|
also the basis of Stavrakis's work, making comparisons more fair).
When applied to 2D images, it produces a hand-painted effect with
long curved strokes and multiple brush sizes. It begins with an
input imageV and a blank canvaS. At each step, it computes an
error imageE = (C V) and looks for points where the error is
largest. If this error at a poi is above some tolerance, it begins a
stroke there, using the colourdfatP . The stroke extends frof

by adding new control points, traveling perpendicular to the image
gradient ofV so that the stroke follows the direction of least color
change. A stroke terminates if it exceeds a maximum length, or if it
has achieved some minimum length and extending it would take it
into an area that does not need paint (the value tiere is already
small), or if the colour at the next control point differs from the
stroke colour by more than a tolerance. After lling the canvas this
way, it then repeats the process, using successively smaller brushes

structing a stack of matted images, and using isometric projections;; ra ne the painting.

along the left and right borders of the stack as the left and right

views; see Figur8. Because these views are of the same 3D scene

; * As with most stylization techniques, Hertzmann's algorithm pro-
they are guaranteed to be consistent.

duces an inconsistent and hard-to-fuse stereo pair when it is applied
directly to left and right views of a stereoscopic 3D image, as shown
in Figure2(d)-2(f). We can apply Hertzmann's algorithm as-is to
the individual masked views in our basic layered approach, giving
the results in Figurd1(a)-11(c), but in regions where the mask is
narrow, strokes have very limited space in which to travel. The im-
age gradients may encourage them to travel across narrow regions
instead of along them, so the strokes are often very short. Further,
there is nothing to prevent larger diameter strokes from partially
extending outside of their masked area, which leads to an overall
bloated appearance, and scalloping when strokes start or end near
depth discontinuities. Some modi cations to the algorithm address
these issues.

3.4 Results

We tested a variety of non-photorealistic Photoshop Iters. While
all stylized stereoscopic 3D images produced with these lIters are
consistent, some lters produced more natural images than others.
Filters that stylize based only on the local neighborhood of a point,
such as Rough Pastels, Angled Strokes, and Pointillize, worked
well with our layered stylization algorithm, as demonstrated in Fig-
ure10. Our discretized layers are hard orimpossible to detect in the
nal image. For comparison, Figurg0(j}-10(l) shows the results

of applying the Pointillize lIter to the left and right views indepen-
dently. The randomness introduced by the Iter makes it dif cult
to fuse the stylized views and greatly reduces the sense of depth
present in the stylized image.

Other lters, including Sumi-e and Stained Glass, worked poorly—
despite producing consistent images, the discretized layers are
clearly visible in the images, as shown in Fig@&e Sumi-e and
related lters use all available input data to compute the stylization
at a point, rather than stylizing based only on the point's immediate
neighbourhood. Since each masked view contains only a portion
of the image, the lters adjust properties like colour and contrast
inconsistently between layers. Other lters like Stained Glass in-
troduce overall structure that was not present in the original image.
This structure will not necessarily be consistent across layers, lead-
ing to a fragmented appearance. Fewer than half of the Iters in
Photoshop have these problems.

(a) Sumi-erightview (b) Sumi-e left view (c) Sumi-e anaglyph

Many issues can be resolved with modi cations to the lter algo- (d) Stained Glass righe) Stained Glass leff) Stained
rithms, such as having them process all input layers at the same timeview view anaglyph

to ensure uniformity. Other algorithms could bene t from small ) ) . L .
modi cations. Pointillize currently cuts off dots that extend across Figure 9: Stereoscopic 3D image stylization with Photoshop Iters.

edges, but if it always completed them, the layering that is visible In ’thse exgmples the discretized layers are strongly visible, but the
on close inspection of Figurd®(g)-10(i) would be less visible. pair is consistent.

Glass



(a) Rough Pastels right view (b) Rough Pastels left view (c) Rough Pastels anaglyph

(d) Angled Strokes right view (e) Angled Strokes left view (f) Angled Strokes anaglyph
(g) Pointillize right view (h) Pointillize left view (i) Pointillize anaglyph
() Pointillize independent right view (k) Pointillize independent left view () Pointillize independent anaglyph

Figure 10: Stereoscopic 3D image stylization using our method with Photoshop Itershelse examples the discretized layers are not
obvious. (j)—(k) shows the result of applying the Pointillize Iter indepeniyeo the left and right views.



(a) right view (b) left view (c) anaglyph

(d) right view (e) left view (f) anaglyph

Figure 11: Two approaches to combining Hertzmann's painterly rendering algorittitin our stylization method. In (a)—(c), each layer is
painted naively, producing short strokes and a scalloped appeardnd¢d)—(f) we take direct advantage of disparity information, leading to
longer strokes that follow surfaces.

strokes to travel into these regions will encourage the creation of
longer strokes. Therefore, we rst modify each merged disparity
maskM; to include the three layers in front of the current one,
as shown in Figurd2. These forward layers are not set to 1 like
the pixels of the current mask region, but to intermediate values
between 0 and 1, indicating how far in front of current layer they
are.

First, the error imageE; are multiplied by the maskisl; so that
regions outside the mask have zero error, preventing strokes from
starting or travelling into these regions. Becadkeincludes the
three closer disparity levels, these levels are included in the error
image, but because their valuesNh are less than 1, the values

in the error image are attenuated. This allows the strokes to extend
into these areas, but usually they will not start there, since these are

Figure 12: A single layer mask and one combining multiple layers, Unlikely to contain the point of greatest error.

and the results when painting them. .
P 9 To ensure strokes are not prematurely terminated, they should fol-

low surface geometry more strongly than in Hertzmann's algo-
rithm, which does not distinguish between surfaces and patterns.
1. We add extra area for strokes to travel into, so they do not end However, stroke direction should not ignore surface patterns either.
quickly. Therefore, we enhance surface boundaries by creating an image tha
2. We encourage strokes to follow paths of constant depth, es-highlights them, and add it to the input image when computing the
pecially along depth discontinuities, so they tend to follow image gradient. Surface boundaries are found by computing the
narrow disparity layers rather than go across them. edges of the merged disparity mép;, and the enhanced gradient
3. We do not let large-diameter strokes extend outside their for a given layei is computed using Algorithri.
masks by more than a very small amount.
Median Itering the edges of the disparity map prior to adding
Observe that it is acceptable to paint in areas that are in front of the them to the input removes edge noise and increases the in uence
current layer, since those areas will be covered up when the closerof strong edges in nearby regions. Figli®shows an image in
painted layers are composited to create the nal images. Permitting which gradients have been enhanced to emphasize edges.



Algorithm 1 Constructing Surface-Boundary Enhanced and Algorithm 3 Create Stroke
Un-enhanced Image Gradients

if more than some toleranpepixels withiny of P are not in the

Compute imagé.;, the input image/; converted to luminosity mask speci ed byM;, andly is not the smallest brush diameter
values then

ComputeVDe, the edges of the merged disparity map; delete stroke and return

ComputeVDy, by median lteringVDe end if

Li Li + VDn previous _point P

Bi gaussianBlul(;) while true do

ComputeD,; ; Dy, the derivatives oB;, using the Sobel Iter Yo (Dyi (Px;Py); Dxi (Px;Py)) is the perpendicular of
ComputeV Dy ; VDyi, the derivatives oW D;, the merged dis- the gradient at poirf® in the enhanced image

parity image, using the Sobel lter vn  (VDyi (Px;Py); VDx (Px;Py)) is the perpendicular

of the gradient at poir® in the merged disparity image
Po  previous_point + v is a new control point computed

Algorithm 2 Stereoscopic Painterly Rendering using the enhanced image
fori 2 D do P1  previous_point + w is a new control point computed
Ci is the canvas correspondingVp using the merged disparity image
G image gradien(;) using Algorithm1 if Po andP, are invalidthen
for each brush diametérdo terminate stroke and return
error imageg; (C Vi) M, else ifPg is invalid then
for each regiom 2 E; do n 1
if average error of >  some tolerancthen else ifPy is invalid then
nd P, the point in regiom of greatest error n 0
create a stroke starting Btusing Algorithm3 else
end if if o ] wjthen
end for n 0
end for else
end for n 1
end if
end if

addP,, to list of stroke control points
previous _point  Pp
end while

declared invalid if any of the following conditions are true:

1. More tharp pixels within brush diametdyof control pointP
are outside the masked region dmig not the smallest brush
Figure 13: The effect of enhancing the edges on the image gradient. diameter.p is a tunable parameter of the system, with values
The enhancement encourages strokes to follow edges in the image. around5 giving good results.
2. bis the smallest brush diameter and there are no pixels within
b of control pointP in the masked region.
3. The difference between the disparity at the stroke's rst con-
trol point andP is greater than some user-speci ed tolerance.
4. The error aP is less than a user-speci ed tolerancand the
stroke has reached the user-speci ed minimum length.

The input to our painterly algorithm is the set of merged views
V4, masksM ¢4, and merged disparity mapsDy that correspond

gorithm2. 5. The difference between the stroke's colour and the colour at
To further encourage the construction of longer strokes, we modify P is greater than. ) )
how strokes are created. 6. The magnitude of the gradientRitis close to zero.

Leti be the current disparity layel be the current brush diam- ~ Condition 1 keeps larger strokes from extending over depth discon-
eter andP be the stroke starting point. A stroke is created using tinuities by ensuring that strokes do not travel outside the masked
Algorithm 3. region. This eliminates the bloated, scalloped appearance of Fig-

ure 11(a)}11(c) Condition 2 ensures canvas coverage by permit-
For every step of stroke generation, we construct two potential next ting the smallest diameter strokes to travel a short distance away
control points. One control point is produced by following the sur- from the masked region. Since the stroke diameter is small, the
face boundary enhanced image gradient, and the other, by surfacesffects of extending over the discontinuity are minimized. Condi-
curvature (disparity) gradient alone. The rst would continue in tion 3 prevents strokes from traveling into disparity regions that the
the direction of least colour change, the second in the direction of user indicates are “too far away”. This particular condition affects
least depth change. If one of these control points is invalid, then the layers that represent a range of disparities. Conditions 4, 5, and 6
other is used as the stroke's next control point. If both are invalid, are part of Hertzmann's original algorithm and prevent strokes from
the stroke is terminated, and if both are valid, the control point cor- traveling into regions that do not need re nement, or differ greatly
responding to the greatest magnitude gradient is selected. Provid-from the current colour.

ing strokes multiple choices for their next control point reduces the _ . . .
probability of early termination. Figure11(d)}-11(f) demonstrates our modi ed algorithm using the

enhanced image gradient. Notice the presence of longer strokes that
For our stereoscopic 3D painterly algorithm, a control p&inis tightly follow the surface of the bowling ball and pins.



% finding our results
more comfortable

% finding our result:
less comfortable

% preferring
our results

Our method takes approximately ve times as long to paint a stereo
image as to paint a non-stereo image of the same size. Because
each area of the image belongs to four disparity levels—its own

level, and up to three closer levels—the painting takes about four
times as long. The remaining time is spent in creating the levels. 10go.-

% finding our results
equally comfortable

] ]

100%-

However, our algorithm is readily parallelized since each disparity = B
layer can be processed independently. 80%:- 80%- 80
a4 65 60
. 60%- 60%- 56

5 Evaluation 51| — 4

40%- 164 40%-
We conducted a user study to evaluate our stereoscopic 3D styliza- 38
tion algorithm. For our study, we produced a set of stylized stereo- 20%{[34| [o5| 281 [S7]  20%;
scopic 3D_in_1ages using a varie_ty of non—photoreali_stic_ lters and 00 15 12! 118! |16 0%
asked participants to view each image and rate the viewing comfort, A B C D A B C D

quality of depth reproduction, and overall aesthetic quality of the

image on a scale from one to ve. Our testimage set included Figure 14: Results of a user study comparing our results with other

stylization approaches. (A) Our results compared to all other meth-
ods. (B) compared to Hertzmann's algorith@®P§. (C) compared

to Stavrakis's algorithm2005. (D) compared to independent Pho-
toshop Iter application.

the original stereoscopic 3D photographs;

images where the left and right views have been stylized sepa-
rately with Photoshop Iters or Hertzmann's painterly rendering
algorithm,

images rendered with Stavrakis and Gelautz's painterly algo-
rithm;

images rendered with our painterly rendering algorithm; and
images where Photoshop lters were applied to our layered
stereo approach.

5.1 Poor disparity maps

We used a variety of stereoscopic 3D images as input to our al-
gorithm including those with ground truth from the Middlebury
Additionally, for each image, we presented three levels of interocu- dataset $charstein and Pal 20p7We also used stereoscopic 3D
lar separation to account for variations in participant viewing com- photographs taken with a Fuji W3 camera, and for these images
fort. we computed the disparity maps using a variety of computer-vision
algorithms, including that of Rhemann et a20fL]. However,
We recruited 24 participants between the ages of 18 and 40 with even with the most state-of-the-art algorithms, computed disparity
stereo vision for our experiment. We divided participants into two maps usually contain errors—regions where the disparity is obvi-
groups, A and B, and each group viewed a set of 78 stereoscopicously wrong. Median Itering can help mitigate these errors, and
images. Each group's set contained 42 images that were not inour stylization algorithm can sometimes produce good results even
the other set and 36 images that were in the other set. Participantsyith faulty disparity maps, as shown in Figurg. Many of our user
in each group viewed their images in the same order, which ran- study participants rated such images highly, even though they were
domly shuf ed different scenes, stylization methods, and separa- generated from disparity maps that had many errors. However, in
tions. They were not informed which algorithm was used to pro- general, the quality of our results is only as good as the quality of
duce each image. For Photoshop lters, each group contained boththe disparity map. It is worth noting that applying our method has
independent and consistent layered lter application for each source the effect of making the disparity map into the truth, whether it is
image. For painterly rendering, each group contained independent,correct or not. If an area of the image has the incorrect disparity,
Stavrakis, and consistent layered renderings for each source.imagethe stylization of that area will appear to be at the depth that cor-
Participants viewed images full screen on a stereoscopic displayresponds to the incorrect disparity, and not the depth of that area
with active shutter glasses, and provided verbal responses to reducén the original stereo image. In some cases the perceived depth of
potential eye strain caused by switching between paper and screenthe stylized image may not make sense, and the individual stylized

) ) ] views may contain visual artifacts of disparity errors.
Figure 14 shows the results, comparing our results with other re-

sults for the same image. The rst set of columns compares our Disparity map computation is an area of active research in the vision
results to stereoscopic 3D images stylized with any other method. community, with results getting dramatically better each year. As
Overall,51%found our results to be strictly more comfortable, and their results improve, ours will too.
an additionaB4%found our results to be equally comfortable. Ad-
ditionally, 65% of participants preferred our results (as measured 6 C ;

oY : onclusion and future work
by adding together the comfort, depth and aesthetic scores) to those

of any other stylization method.

The remaining sets of columns compare our painterly results to
Hertzmann's algorithm, our painterly results to Stavrakis's algo-
rithm, and our Photoshop results to applying the lters to the left
and right views independently. In all cases our results were judged
as comfortable or more comfortable by a large majority of partici-
pants, and our results were always preferred. The preferenoarfo
results was strongest when compared to Hertzmann's algofithm.

20ur test images and results may be downloaded from

www.cgl.uwaterloo.cdénortha/papers/stereo.html.

In this paper we presented a method for stylizing stereoscopic 3D
images that guarantees consistency between left and right views.
We also presented a stereoscopic 3D painterly rendering algorithm
that utilizes our layered approach to stereo stylization. We con-
ducted a user study that demonstrated that our method produces
stereoscopic 3D images which viewers nd more comfortable than
other approaches to stereo stylization.

While many non-photorealistic Photoshop Iters work well, several
produce visible layering in the stylized results. In the future we
would like to explore these Iters and discover how to modify them
so they will be stereo-friendly.



(a) right view

(b) left view

(c) anaglyph

Figure 15: A painted image based upon poor underlying disparity maps.

Rendering of the nal images is another area for future work.
Our compositing method effectively renders each layer parallel to
the viewing plane, but layer discontinuities might be less obvi-
ous if layers were rendered in 3D, matching the underlying dis-
parity map to give slightly tilted or curved layers. For painterly

rendering, we could also paint layers and then render the indi-
vidual strokes in depth using the methods developed for Over-
Coat [Schmid et al. 201]1 Special care would have to be taken with

the depth assigned to narrower strokes created to re ne the results.
They would have to receive depth values that place them closer than

nearby wider strokes, even if they were applied to a slightly more
distant part of the image.

We would also like to extend our results to video. Much work

has been done to improve the temporal coherence of various video

stylization methods by making the stylization track objects spa-
tially over time. With stereo video, objects also change their depth
over time, and depth-aware stylization methods like ours must be
adapted to compensate for that.
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