
Using Local Optimization in Surface FittingTo appear in Mathematical Methods for Curves and SurfacesStephen MannAbstract. Local optimization is used to set the free parameters in atriangular surface �tting scheme, resulting in surfaces with better shape.While some of the free parameters can be set to match curvature infor-mation, other free parameters are independent of this information.x1. IntroductionA large number of local parametric triangular surface schemes have been devel-oped over the past �fteen years (see [8,9] for a survey of such schemes). Theseschemes are local in that changes to part of the data only a�ect portions ofthe surface near the changed data. Surprisingly, all of these schemes exhibitsimilar shape defects. On closer inspection, it is seen that these schemes allhave a large number of free parameters that are set using simple heuristics.By manually adjusting these parameters, one can improve the shape of thesurfaces [9].In this paper, I will investigate using local optimization to set the free pa-rameters in a local, triangular, split-domain, polynomial surface interpolationscheme. More precisely, given a triangle of data, this scheme constructs threetriangular parametric polynomial patches, each of which interpolates two ofthe positions and normals at the three vertices. Further, the patches meeteach other with G1 continuity, and if used to �ll a triangular polyhedron, theresulting surface will also be G1. Local optimization is used to set the remain-ing free parameters so as to minimize the error in interpolating second orderdata at the corners. Thus, our data is a set of three vertices with normalsand second fundamental forms, (pi; n̂i; IIi), for i = P;Q;R.x2. The Modi�ed Shirman-S�equin SchemeI will be working with a modi�ed version of Shirman-S�equin's scheme [11,12].Shirman and S�equin created a split domain scheme that �ts three quarticpatches to a triangle of data. These triangles meet each other G1, and if usedMathematical Methods for Curves and Surfaces 1M. D�hlen, T. Lyche, and L. L. Schumaker (eds.), pp. 1{3.Copyright oc 1995 by xxxISBN xxx.All rights of reproduction in any form reserved.
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SFig. 1. Controls points in a split domain scheme.to �ll a triangular polyhedron, the entire surface will be G1. Note that whilethe patches are quartic, the boundaries of the patches are only degree three.The B�ezier control points [3] for the three patches are shown in Figure 1.We will have use for both the cubic and quartic control points of the bound-aries; thus, we shall denote the cubic control points with a superscript of 3and the quartic with a superscript of 4. Using a modi�cation of the Shirman-S�equin scheme, for ijk 2 fPQR;QRP;RPQg, we set these control points inthe following manner: Vi = piE3i1 = pi + �i1�!ti1E3i2 = pj � �i2�!ti2I3i1 = (1� �i)pi + �i(E4j2 +E4k1)=2Cij = 13�ci(kij + kik)cCij + kijdCik+ 2hij(E3i2 �E3i1) + hik(E3i1 � Vj)	+E3i1 (1)Cik = 13�kikcCij + ci(kij + kik)dCik+ hij(Vk �E3i2) + 2hik(E3i2 �E3i1)	 +E3i2 (2)I3i2 = 3�i16 Vi +�1� 27�i16 � I3i1 + 12�i16 (Cji + Cki)Ni = 14I3i1 � 14(I3j1 + I3k1) +� 49�i � 54� I3i2 +��29�i + 54� (I3k2 + I3j2)



Optimization in Surface Fitting 3VS = (I3P2 + I3Q2 + I3R2)=3Here, the �!tin are vectors perpendicular to the normal n̂i. The � and � arefree parameters; any positive setting of these free parameters will give us a G1surface scheme for most choices of the �!tin. The ci are shape parameters used byJensen [4] in constructing the crossboundary functions (Shirman-S�equin usedChiyokura-Kimura's crossboundary function [1], which is the special case ofJensen's function when ci = 1).The bCs, ks, and hs are formed by Chiyokura-Kimura's method: cCij isperpendicular to both the normal n̂j and to the vector E3i1 � Vj with thesign of cCij chosen to make kij positive. Similarly, dCik is perpendicular to thenormal n̂k and E3i2 � Vk. The ks and hs are given by:I4i1 � Vj = kij � cCij + hij � (E3i1 � Vj) (3)I4k1 � Vk = kik �dCik + hik � (Vk �E3i2) (4)The above ks and hs actually depend linearly on the �is. Since we wantto optimize over the �i, we will express the above equations in terms of the�i by computing the ks and hs when the �is are 1.0. Call these ckij , chij, ckik,and chik. The above two equations then becomeI4i1 � Vj = �jckij � cCij + �jchij � (E3i1 � Vj)I4k1 � Vk = �kckik �dCik + �kchik � (Vk �E3i2)Many of the degrees of freedom occur in the boundaries of the threepatches. In the discussion that follows, exterior boundaries refer to the bound-aries given by the Vi andE3in. Interior boundaries refer to the boundaries givenby the Vi, I3in and Vs, for i 2 fP;Q;Rg n 2 f1; 2; 3g:Counting, we �nd a total of twelve shape parameters in the above equa-tions. There are nine more shape parameters in the Shirman-S�equin scheme:we can vary the �!tin, and the Ii1 could be allowed to vary in the tangent plane.We will set the �!tin by placing each boundary curve in a plane. The choice ofplanar boundaries uses three degrees of freedom, while the particular planeschosen use another three. I chose the plane passing through the two datapoints and the average of the normals at the data points, which sets all sixdegrees of freedom. The Ii1s were restricted to a linear degree of freedom forreasons of symmetry.x3. Cubic Curve OptimizationIn Figure 5, we see �ve surfaces. The surface on the left is an S-patch sur-face [6]. The second surface on the left is the same S-patch surface subdividedinto triangular pieces. The corners of these pieces have been sampled for po-sition, normal, and second fundamental form. The surface in the center is a



4 S. MannShirman-S�equin surface �t to this data. Our goal is to improve the quality ofthis center surface. We will begin by improving the exterior boundary curves.The left column of Figure 2 shows two of the exterior boundary curvesconstructed for this ring data set by the standard Shirman-S�equin scheme(these are the B�ezier curves described by the control points Vi andEin). Beloweach curve is a curvature plot of the curve (the curved line is the curvatureplot; the straight line connects the curvature of the S-patch surface at theendpoints of the curve). While the curvature of the top curve is distributedrelatively uniformly over the curve, the curvature of the bottom curve is seento concentrate at the endpoints of the curve, leaving a at region in the middle.
Fig. 2. Boundary curves and their curvature plots.As discussed in [8], we can expect improved surface shape if we matchsecond order data with the boundary curves. Thus, we would like a solutionto the problem of interpolating the position, tangent direction, and curvatureat two points with a cubic curve. Klass solved this problem numerically [5],while de Boor et. al. found an analytic solution to the problem [2]. Note thata solution may not exist, and when it does exist, it may not be unique.I implemented the de Boor-Hollig-Sabin technique and integrated it intoShirman-S�equin's scheme. While some areas of the surface improve, thereare regions where \lumps" appear in the surfaces as illustrated in the fourthsurface of Figure 5. Looking at the boundary curves again reveals the causeof the shape defect.The center column of Figure 2 shows the two curves constructed by thedeBoor-Hollig-Sabin method for the same data used in the �rst column. Ascan be seen in the �gure, both curves have a short �rst derivative at the rightend point and a spike in curvature near that end of the curve. This shortderivative causes a problem for the surface construction scheme because shortendpoint �rst derivatives lead to large values of the hij (Equations 3 and 4).These scalars are then used to weight vector quantities in the construction ofthe Cij (Equations 1 and 2).



Optimization in Surface Fitting 5Thus, the result of short derivatives at the end of the exterior boundariesis that the Cij and any interior control points dependent on the Cij may bepositioned far from the triangle of data, as illustrated in Figure 3. In this�gure, there are two views of two patches constructed for the same three datapoints. Two of the exterior boundary curves are identical in both patches.However, the data along the third boundary has two cubic curves that inter-polate the speci�ed position, tangent directions, and curvatures. In the patchon the left, we see that both tangents at the ends of this boundary curve areof reasonable length, and that the interior control points are uniformly dis-tributed. However, in the patch on the right, we see that one of the tangentsat the ends of this curve is short. The result is that the interior control pointshave a more chaotic placement, leading to the lumps seen in Figure 5.
Fig. 3. E�ect of short end tangents.Thus, it is insu�cient to construct exterior boundaries that match cur-vature at their endpoints. We must ensure that the derivatives at the ends ofthe curves are not too short. Therefore, we will solve a variation of the abovecurve construction problem. We will �nd a cubic curve that interpolates theposition and tangent direction, and trades o� interpolating the curvature withinterpolating prescribed �rst derivatives at the endpoints.We want our construction to be scale independent. To achieve this goal,we will always scale our problem to a \unit" problem by mapping the end-points to be separated by unit distance. The �rst derivatives will scale \down"linearly, while the curvatures scale \up" linearly. So, if we wish to �nd f suchthat f interpolates our data at its endpoints as follows,f(0) = P0; f 0(0) = �!t0 ; k(0) = k0f(1) = P1; f 0(1) = �!t1 ; k(1) = k1then we will map the data to�P0 = P0; ��!t0 = �!t0 =jP0 � P1j; �k0 = k0 � jP0 � P1j



6 S. Mann�P1 = P0 + (P1 � P0)=jP1 � P0j; ��!t1 = �!t1 =jP0 � P1j; �k1 = k1 � jP0 � P1j:After constructing �f , we map the control points of �f through the inversetransformation, giving the control points of f . For notational simplicity, Iwill use the unbarred symbols to denote the scaled data in the remainder ofthis section.Our goal is to satisfy the following set of equations:jf 0(0) ��!t0 j = 0; jf 0(1) ��!t1 j = 0; (5)f 0(0) � f 00(0)jf 0(0)j3 � k(0) = 0; f 0(1)� f 00(1)jf 0(1)j3 � k(1) = 0: (6)In general we cannot expect to satisfy all four equations simultaneously. Thus,we will rephrase this as a minimization problem. First, we square all fourequations to remove the derivative discontinuity. Then, we will rewrite theseequations in terms of the control points. From Figure 4, we see that thederivatives f at the end points are:f(0) = P0f 0(0) = 3(P1 � P0) = �0�!t0f 00(0) = 6(P2 � 2P1 + P0)= 6�(P3 � P0)� �1�!t1 =3� 2�0�!t0 =3�f(1) = P3f 0(1) = 3(P3 � P2) = �1�!t1f 00(1) = 6�(P0 � P3) + �0�!t0 =3 + 2�2�!t1 =3�
P0 3P

t 0

t 1

P  = P +t1 0 0 P  = P −t2 3 1Fig. 4. Control points of derivatives.We can rewrite Equations 5 in terms of the length of the �rst derivative,i.e., setting �!ti1 and �!ti2 to be the desired length. We set our goal �rst derivativeto be of unit length for simplicity:(�0 � 1:0)2; (�1 � 1:0)2: (7)For the curvature equations (Equations 6), we square them to make themstrictly non-negative:(f 0(0)� f 00(0))2jf 0(0)j6 � 2k0(f 0(0)� f 00(0))jf 0(0)j3 + k20 (8)



Optimization in Surface Fitting 7(f 0(1)� f 00(1))2jf 0(1)j6 � 2k1(f 0(1)� f 00(1))jf 0(1)j3 + k21 (9)I used an optimizer that needs the derivatives of the equations we opti-mize [7]. The two partials of Equations 7 are given by@(�i � 1)2@�j = [2�i � 2]�ij ;where � is the Kronecker delta function.We will be optimizing Equations 7, 8, and 9 over �0 and �1. To expandthese equations in terms of the �s, we will rewrite their terms with respect tothe �s: f 0(0)� f 00(0) = �0�!t0 � 6[(P3 � P0) � �1�!t1 =3� 2�0�!t0 =3]= 2�0[3�!t0 � (P3 � P0) � �1�!t0 ��!t1 ]@@�0 (f 0(0) � f 00(0)) = 2[3�!t0 � (P3 � P0) � �1�!t0 ��!t1 ]@@�1 (f 0(0) � f 00(0)) = �2�0�!t0 ��!t1f 0(1)� f 00(1) = 2�1[3�!t1 � (P0 � P3) + �0�!t1 ��!t0 ]@@�0 (f 0(1) � f 00(1)) = 2�1�!t1 ��!t0@@�1 (f 0(1) � f 00(1)) = 2[3�!t1 � (P0 � P3) + �0�!t1 ��!t0 ]Now we will take the partials of Equations 8 and 9, and expand in termsof our control points and free parameters. I will just state the result here; aderivation may be found in [10]:@@�0� (f 0(0) � f 00(0))2jf 0(0)j6 � 2k0(f 0(0) � f 00(0))jf 0(0)j3 + k20� =�16[3�!t0 � (P3 � P0) � �1�!t0 ��!t1 ]2�50+ 8k0[3�!t0 � (P3 � P0)� �1�!t0 ��!t1 ]�30 (A)@@�1 �(f 0(0)� f 00(0))2�60 � 2k0(f 0(0) � f 00(0))�30 + k20� =�8[3�!t0 � (P3 � P0)� �1�!t0 ��!t1 ][�!t0 ��!t1 ]�40 + 4k0[�!t0 ��!t1 ]�20 (A)@@�0 �(f 0(1)� f 00(1))2�61 � 2k1(f 0(1) � f 00(1))�31 + k21� =�8[3�!t1 � (P0 � P3)� �0�!t0 ��!t1 ][�!t0 ��!t1 ]�41 + 4k1[�!t0 ��!t1 ]�21 (A)



8 S. Mann@@�1� (f 0(1) � f 00(1))2�61 � 2k1(f 0(1) � f 00(1))�31 + k21� =�16[3�!t1 � (P0 � P3) � �0�!t0 ��!t1 ]2�51+ 8k1[3�!t1 � (P0 � P3)� �0�!t0 ��!t1 ]�31 (A)To summarize, I used the optimizer of Mahdavi-Amiri and Bartels [7]to build cubic curves by optimizing Equations 7, 8, and 9 using the �rstderivatives of these equations with respect to �0 and �1 (Equations A) todrive the optimizer. Examples of the resulting curves can be seen in theright hand column of Figure 2. While these curves do not match the endpoint curvatures exactly, their end point curvatures are close to the desiredcurvatures, and none of the derivatives at the ends of the curves is short.Further, the curvature distribution throughout the curves is more uniform.I integrated this curve construction into the surface construction tech-nique as follows: For each ijk 2 fPQR;QRP;RPQg,1. Pick a plane through Vj and Vk.2. Construct the boundary Vj ; E3i1; E3i2; Vk using the curve constructiontechnique detailed in this section.Once we have constructed all the Eij , we construct the interior control pointsusing the remaining formulas given in Section 2.The right most surface in Figure 5 show the surface constructed by usingthese optimized curves in the Shirman-S�equin scheme. Several of the shapedefects have disappeared, and no lumps have appeared. However, while thisis a signi�cant improvement, there are still several \wrinkles" visible in thesurface. To attempt to remove these shape defects, we will look at adjustingother shape parameters in the next section.x4. Internal Degrees of FreedomInternally, there are several degrees of freedom. There are degrees of freedomin constructing the cross boundary derivatives and in constructing the interiorboundary curves. We would like to vary the degrees of freedom inuencingthe cross boundary derivatives to improve the shape of the surface patch. Onechoice is to use the degrees of freedom to improve the order of approximation.Another idea is to vary these degrees of freedom and try to further match thesecond fundamental forms at the data points. As discussed in this section,neither of these approaches works in this setting.Using the Shirman-S�equin settings of the �s, �s, and cs, the construc-tion discussed in Section 2 has linear precision. If we construct boundarycurves with quadratic precision, we could hope to achieve quadratic precision.However, using the Shirman-S�equin setting of the �s and cs does not havequadratic precision. Further, even if we use Jensen's generalization of thecrossboundaries, we are unable to achieve quadratic precision [10].



Optimization in Surface Fitting 9A second approach to setting the internal degrees of freedom would beto match more data contained in the second fundamental forms at the datapoints. In the previous section, we matched curvature at the ends of theexterior boundary curves. There are two more ways in which we can matchthe second fundamental forms at our data points: we can match curvature atthe ends of the interior boundaries, and we can matchmixed partial derivativesat the patch corners.There are three curvature equations and six mixed partial equations. Ide-ally, we would expand these nine equations in terms of our �s and cs, re-expressthese equations as minimization problems, and vary the �s and cs to minimizea weighted sum of the equations. We might also want additional equationsto prevent the �s and cs from becoming too small or too large. However, thelast is a moot point: as detailed in [10], if we expand our curvature equationsin terms of the control points and unknowns (the �s and the cs), then we �ndthe equations are independent of all the �s and the cs. Thus, we are unableto vary the �s and cs to match curvature on the interior of our patches.x5. Conclusions and Future WorkWe have seen that improved settings of degrees of freedom in a G1 surface�tting scheme yields a surface of better quality. Thus far, we have only foundimproved settings for degrees of freedom on the boundaries of the surfacepatches. Improved settings for the remaining degrees of freedom should befound (the �i and the ci of the previous section).The degrees of freedom along the boundary were set by matching secondfundamental forms at the data points. We have shown that the internaldegrees of freedoms are independent of such data. Thus, an alternative way ofsetting them needs to be found. Further, we would prefer to construct surfacesfor a triangulated set of points without normals and second fundamental formsspeci�ed at these points. Techniques that do not require such data also deserveinvestigation.
Fig. 5. Ring surface.
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